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#### Abstract

The linearization problem of second-order nonlinear differential equations was first explored by Sophus Lie. In line with this research, he discovered that these equations must satisfy certain conditions to be linearized, and examined the structures of linearization transformations performed to fulfil these conditions. In this study, one of the transformation methods is performed by these conditions is discussed. It is shown that the linearized equations can be integrated by obtaining the first integrals. Then, the force-free Duffing-van der Pol oscillator is examined. The necessary conditions on parameters for the linearization of this equation are obtained, and the first integral of this equation was found.


## 1. Introduction

The first integrals and solutions of oscillator equations are receiving significant attention in the literature since these equations are essential in applied mathematics, physics, and engineering problems. Obtaining the analytical solutions to the oscillator problem is more complicated than the numerical solutions. Some of the feasible methods used to solve nonlinear oscillator problems can be presented as the linearization method [1], nonlocal transformation [2], the Hamiltonian method [3], parameter-expansion method [4], max-min method [5], and the extended direct algebraic method [6].

One of these valuable methods is symmetry: an important method for investigating nonlinear equations. Therefore, many researchers have been interested in symmetry methods [7-13]. There are different methods to find symmetries; one of these methods is to get the first integrals. Obtaining solutions to linear differential equations is more effortless by comparing nonlinear equations. Moreover, finding solutions for nonlinear differential equations is a rather complex task. In contrast, obtaining approximate solutions of nonlinear equations is straightforward, while it is known that getting analytical solutions is a complicated procedure.

One method of obtaining solutions to nonlinear equations is to turn the equation into a known linear equation called linearization. In this study, linearization methods are examined for the nonlinear equations of the form

$$
\begin{equation*}
\ddot{x}+a_{3}(\mathrm{t}, \mathrm{x}) \dot{x}^{3}+a_{2}(\mathrm{t}, \mathrm{x}) \dot{x}^{2}+a_{1}(\mathrm{t}, \mathrm{x}) \dot{x}+a_{0}(\mathrm{t}, \mathrm{x})=0 \tag{1}
\end{equation*}
$$

which $t$ is an independent variable and $x$ is a dependent variable of t [1].

Equations in form (1) have first integrals of form

$$
\begin{equation*}
\mathrm{A}(\mathrm{t}, \mathrm{x}) \dot{x}+\mathrm{B}(\mathrm{t}, \mathrm{x}) . \tag{2}
\end{equation*}
$$

It is known to have the first integrals, and a feasible procedure has been developed to calculate the first integrals [14]. Using this procedure to find the first integrals of form (2), the coefficient a_3 in equation (1) should be zero. Depending on this condition, equation (1) is converted to

$$
\begin{equation*}
\ddot{x}+a_{2}(\mathrm{t}, \mathrm{x}) \dot{x}^{2}+a_{1}(\mathrm{t}, \mathrm{x}) \dot{x}+a_{0}(\mathrm{t}, \mathrm{x})=0 . \tag{3}
\end{equation*}
$$

Using this feasible procedure, we examine how to find the first integrals and integrating factors of nonlinear equations. Then, we apply this procedure to our equation and find these functions.

## 2. Materials and Methods

## The Method for Constructing the First Integrals and Integrating Factors

We investigate the first integrals in form $\mathrm{A}(\mathrm{t}, \mathrm{x}) \mathrm{x}+\mathrm{B}(\mathrm{t}, \mathrm{x})$ and how equations in form (3) are linearized using these first integrals; and to perform it, we classify equations to obtain the first integrals in this form. To classify the equations, these functions are defined as

$$
\begin{align*}
& S_{1}(t, x)=a_{1 x}-2 a_{2 t}  \tag{4}\\
& S_{2}(t, x)=\left(a_{0} a_{2+} a_{0 x}\right)_{x}+\left(a_{2 t-} a_{1 x}\right)_{t}+\left(a_{2 t-} a_{1 x}\right) a_{1} \tag{5}
\end{align*}
$$

After these definitions, the function $S_{1}(t, x)$ is computed; if $S_{1}=0$, then the function $S_{2}$ should be zero. If the function is

[^0]$S_{1} \neq 0$, then two different functions should be used. These can be given
\[

$$
\begin{align*}
& S_{3}(t, x)=\left(\frac{s_{2}}{s_{1}}\right)_{x}-\left(a_{2 t-} a_{1 x}\right),  \tag{6}\\
& S_{4}(t, x)=\left(\frac{s_{2}}{s_{1}}\right)_{t}+\left(\frac{s_{2}}{s_{1}}\right)^{2}+a_{1}\left(\frac{s_{2}}{s_{1}}\right)+a_{0} a_{2+} a_{0 x} . \tag{7}
\end{align*}
$$
\]

If the function $S_{3}$ is computed as zero for these two new functions, then it is seen that $S_{4}=0$. Two different linearizing procedures are used according to this classification, and the appropriate procedure is chosen for the considered equation with respect to obtaining classification results. We investigate the following propositions to explain these procedures that give first integrals [14].

Theorem 1: Suppose that the equation is in form (3) and the functions $S_{1}$ and $S_{2}$ are calculated. In this situation, two different cases and procedures are presented:

Case I: We suppose that $S_{1}=0$ and $S_{2}=0$ in this case.
Our first aim in these procedures is to yield the function $P$ and to do it, the derivatives of $P$ are

$$
\begin{equation*}
P_{t}=\frac{1}{2} a_{1}, \quad \text { and } \quad P_{x}=a_{2} . \tag{8}
\end{equation*}
$$

Defining the function $f(t, x)$ as

$$
\begin{equation*}
f(t, x)=a_{0} a_{2+} a_{0 x}-\frac{1}{2} a_{1 x}-\frac{1}{4} a_{1}^{2}, \tag{9}
\end{equation*}
$$

this function is derived. After that, the function $f(t)$ is substituted in

$$
\begin{equation*}
g^{\prime \prime}(t)+f(t) g(t)=0 \tag{10}
\end{equation*}
$$

and solving equation (10), the function $g(t)$ is found.
Later, we should find the function $Q(t, x)$ and to do it, the derivatives of $Q(t, x)$ are written as

$$
\begin{equation*}
Q_{t=} a_{0} g e^{P} \quad \text { and } \quad Q_{x=}\left(\frac{1}{2} a_{1}-\frac{g^{\prime}}{g}\right) g e^{P} . \tag{11}
\end{equation*}
$$

And solving equation (11), Q is found.
Thus, the coefficients of $A$ and $B$ are computed such that

$$
\begin{equation*}
A=g e^{P} \quad \text { and } \quad B=Q \tag{12}
\end{equation*}
$$

Hence, the first integrals of the equation are yielded.
Case II: $S_{1} \neq 0$ and $S_{3}$ and $S_{4}$ should be zero.
For this case, the function $P$ is obtained using the following equations

$$
\begin{equation*}
P_{t}=a_{1}+\frac{s_{2}}{s_{1}} \quad \text { and } \quad P_{x}=a_{2} \tag{13}
\end{equation*}
$$

The derivatives of $Q$ are given

$$
\begin{equation*}
Q_{t=} a_{0} e^{P} \quad \text { and } \quad Q_{x=-}\left(\frac{s_{2}}{s_{1}}\right) e^{P} . \tag{14}
\end{equation*}
$$

The coefficients of the first integral are defined

$$
\begin{equation*}
A=e^{P} \quad \text { and } \quad B=Q \tag{15}
\end{equation*}
$$

Theorem 2: We take equation in the form (3), and it has the first integral in the form $\mathrm{I}=\mathrm{A}(\mathrm{t}, \mathrm{x}) \dot{x}+\mathrm{B}(\mathrm{t}, \mathrm{x})$. Additionally, it is known that this equation has an integrating factor that forms
$\mu=A(t, x)$.

## 3. Results and Discussion

## First integrals and Integrating Factors of force-free Duffing-van der Pol Equation

In this section, we consider the force-free Duffing-van der Pol oscillator equation with nonlinear damping

$$
\begin{equation*}
\ddot{x}+\left(\alpha+\beta x^{2}\right) \dot{x}-\gamma x+x^{3}=0 \tag{16}
\end{equation*}
$$

where $x$ is the position coordinate, $t$ time, and $\gamma$ is a scalar parameter demonstrating the damping's nonlinearity and strength [15]. Equation (16) is an autonomous equation expressing dispersion of voltage pulses along a neuronal axon.

Balthasar van der Pol discovered the equation (16). It yielded stable oscillations, renamed relaxation oscillations, and its current name is a limit cycle type in electrical circuits using vacuum tubes. This equation is very famous in many areas such as physics, biology, sociology, and even economics, because this equation has not only physical meaning but also biological meaning. Therefore, it is used to model electrical circuits on the one hand, and to measure the electrical potentials of neurons in the stomachs of living things on the other hand [16].

Moreover, this equation was used to model the action potentials of neurons by Fitzhugh and Nagumo [17]. Additionally, it is used in seismology as a model of the two plates in a geological fault and phonation as a model for the right and left vocal fold oscillations. Thus, earthquake faults with viscous friction can be characterized by this equation.

The analytical solutions of the oscillator equations with nonlinear damping are still not explored by researchers; therefore, articles are mostly interested in damped free oscillator equations [18-19]. In addition to this, Panayotounakos and his collaborates coworkers demonstrated that this equation is not analytical without linear stiffness terms [20]. Therefore, researchers have investigated for approximate solutions to this equation using numerical methods. The approximate solutions of this equation are obtained by a new homotopy perturbation method, the Runge-Kutta method [21], and the differential transform method [22]. Then, Chandrasekar et al. [23] examined the first integrals and exact solutions of this equation with special choices for $\alpha=4 / \beta$ and $\alpha=-3 / \beta^{2}$.

As can be seen from the studies performed on this equation in the literature, since the solutions of this equation could not be found, its numerical solutions were investigated. In the study conducted in [23], the first integral was found for some special cases. First integrals and integrating factors for the general form of this equation have not been found before previously. The first integral for the general form of this equation was first obtained in this article.

We now apply the procedure examined in the previous section to find the first integral of Duffing van-der Pol equation. It is known that we should classify this equation according to given functions to apply the procedure and, thus we classify equation (16) computing the functions $S_{1}, S_{2}, S_{3}$ and $S_{4}$. First, $S_{1}=2 a x$ is found, and it is shown that the function is $S_{1} \neq 0$. Hence, the functions $S_{3}$ and $S_{4}$ should be equal to zero. We calculate these functions to complete classification and find $S_{3}=0$ and the function $S_{4}$ as

$$
\begin{equation*}
S_{4}=\frac{9-3 \alpha \beta-\beta^{2} \gamma}{\beta^{2}} . \tag{17}
\end{equation*}
$$

Since $S_{4}$ should be equal to zero, we suppose that

$$
\begin{equation*}
9-3 \alpha \beta-\beta^{2} \gamma=0 \tag{18}
\end{equation*}
$$

And from (18), the parameter $\gamma$ is yielded

$$
\begin{equation*}
\gamma=-\frac{3(-3+\alpha \beta)}{\beta^{2}} . \tag{19}
\end{equation*}
$$

Along these lines of the results, we can say that equation (16) can be classified, and it is in the second class. Hence, case II should be applied to this equation to obtain its first integrals and integrating factors. To get them, we first find the function $P$ as

$$
\begin{equation*}
P(t)=\frac{3 t}{\beta} . \tag{20}
\end{equation*}
$$

We know the following equations

$$
\begin{equation*}
Q_{t}=e^{\frac{3 t}{\beta}}\left(x^{3}+\frac{3 x(\alpha \beta-3)}{2 x \beta}\right), \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{x}=-\frac{e^{\frac{3 t}{\beta}}\left(6 x-2 x \beta\left(\alpha+\beta x^{2}\right)\right)}{2 x \beta} \tag{22}
\end{equation*}
$$

If we solve the equations (21) and (22), $Q(t, x)$ is found below

$$
\begin{equation*}
Q(t, x)=\frac{e^{\frac{3 t}{\beta}}\left(-3 x+x \alpha \beta+\frac{x^{3} \beta^{2}}{3}\right)}{\beta}+c_{3} \tag{23}
\end{equation*}
$$

Thus, the functions of $A$ and $B$

$$
\begin{equation*}
A(t, x)=e^{\frac{3 t}{\beta}} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
B(t, x)=\frac{e^{\frac{3 t}{\beta}}\left(-3 x+x \alpha \beta+\frac{x^{3} \beta^{2}}{3}\right)}{\beta}+c_{3}, \tag{25}
\end{equation*}
$$

are found. Finally, the first integral of equation (16)

$$
\begin{equation*}
I=e^{\frac{3 t}{\beta}} \dot{x}+\frac{e^{\frac{3 t}{\beta}}\left(-3 x+x \alpha \beta+\frac{x^{3} \beta^{2}}{3}\right)}{\beta}+c_{3} \tag{26}
\end{equation*}
$$

is yielded. And integrating factor of the equation (16) is derived as

$$
\begin{equation*}
\mu=e^{\frac{3 t}{\beta}} . \tag{27}
\end{equation*}
$$

It is seen that this first integral and integrating factor include arbitrary parameters; therefore, different first integrals can be found with other choices for these arbitrary parameters, and a new classification can be made here. If the special conditions taken in the study in [23] are substituted in the first integral (26), we found that the first integral is obtained for special cases in mentioned study.

## 4. Conclusion

In this study, t first integrals and integrating factors of force-free Duffing van-der Pol equation are investigated by some methods. Firstly, this equation is classified, and the linearization procedure is applied, then, its first integral and integrating factor, including arbitrary parameters, are found. After that, these first integral and integrating factors can be classified for different choices of arbitrary parameters.

It is known that numerical solutions of this equation were investigated in the literature since the analytical solutions of this equation could not be found, and then the first integral of this equation was found for some special cases by some researches. Hovewer, first integrals and integrating factors of the general form of this equation have not been found previously. The first integral and integrating factor of the general form of this equation were first obtained in this study.

## Author Contribution

Conceive-O.Orhan; Design-O.Orhan; Supervision-O.Orhan; Experimental Performance, Data Collection and/or ProcessingO.Orhan; Analysis and/or Interpretation-O.Orhan; Literature Review-O.Orhan; Writer-O.Orhan; Critical Reviews-O.Orhan

## Conflict of interests

The author has declared no conflicts of interest.

## ORCID ID

Ozlem Orhan https://orcid.org/0000-0003-0058-0431

## References

[1] Ö. Orhan and T. Özer, "Linearization properties, first integrals, nonlocal transformation for heat transfer equation," International Journal of Modern Physics B, vol. 30, no. 28n29, 2016, doi: 10.1142/s0217979216400245.
[2] Ö. Orhan and T. Özer, "Analysis of Lienard II-type oscillator equation by symmetry-transformation methods," Advances in Difference Equations, vol. 2016, no. 1, 2016, doi: 10.1186/s13662-016-0966-4.
[3] N. A. Khan, M. Jamil, and A. Ara, "Multiple-Parameter Hamiltonian Approach for Higher Accurate Approximations of a Nonlinear Oscillator with Discontinuity," International Journal of Differential Equations, vol. 2011, pp. 1-7, 2011, doi: 10.1155/2011/649748.
[4] F. Ö. Zengin, M. O. Kaya, and S. A. Demirbağ, "Application of Parameter Expanding Methods to Nonlinear Oscillators with Discontinuities," International Journal
of Nonlinear Sciences and Numerical Simulation, vol. 9, no. 3, pp. 267-270, 2008, doi:10.1515/JJNSNS.2008.9.3.267.
[5] J. H. He, "Max-Min Approach to Nonlinear Oscillators," International Journal of Nonlinear Sciences and Numerical Simulation, vol. 9, no. 2, pp. 207-210, 2008, doi:10.1515/IJNSNS.2008.9.2.207.
[6] B. Kopçasız and E. Yaşar, "Novel exact solutions and bifurcation analysis to dual-mode nonlinear Schrödinger equation," Journal of Ocean Engineering and Science, 2022, doi: 10.1016/j.joes.2022.06.007.
[7] E. Noether, "Invariante Variationsprobleme" Nachr. König. Gesell. Wissen. Göttingen, Math.-Phys. Kl. Heft, vol. 2, pp. 235-257, 1918. English translation in Transport Theory and Statistical Physics, vol. 13, pp. 186-207, 1971.
[8] S. Bluman and G. W. Kumei, "Symmetries and Differential Equations," Springer-Verlag, 1989.
[9] A. Ashyralyev, F. Dal and Z. Pinar, "A note on the fractional hyperbolic differential and difference equations," Applied Mathematics and Computation, vol. 217, no. 9, pp. 4654-4664, 2011, doi: 10.1016/j.amc.2010.11.017.
[10] P. J. Olver, "Applications of Lie Groups to Differential Equations," Springer-Verlag, 1986.
[11] H. Stephani, "Differential Equations and Their Solutions Using Symmetries," Cambridge University Press, Cambridge, 1989.
[12] S. Lie, "Klassifikation and integration von gewhnlichen differentialgleichungen zwischen $x$; $y$, eine gruppe von transformationen gestatten," III, Arch. Mat. Naturvidenskab. Cambridge, vol. 8, pp. 371-458, 1883.
[13] Ö. Orhan, "The Modeling of Psychotropic Bacteria Affecting Milk Products," Electronic Letters on Science and Engineering, 15 (3), 95-100, 2019.
[14] J. L. Romero and C. Muriel, "Second-Order Ordinary Differential Equations and First Integrals of The Form $\mathrm{A}(\mathrm{t}, \mathrm{x}) \dot{\mathrm{x}}+\mathrm{B}(\mathrm{t}, \mathrm{x}), "$ Journal of Nonlinear Mathematical Physics, vol. 16, no. Supplement 1, 2021, doi: 10.1142/s 1402925109000418.
[15] B. van der Pol, "On oscillation hysteresis in a triode generator with degrees of freedom, " Philos Mag, (6), 43, pp. 700-719, 1922.
[16] Ö. Orhan, "Nonlocal transformations of force-free Duffing-van der pol equation," Kadirli Uygulamalı Bilimler Fakültesi Dergisi, 2(2): 270-280, 2022.
[17] R. FitzHugh, "Impulses and Physiological States in Theoretical Models of Nerve Membrane," Biophysical Journal. Elsevier BV, 1 (6): 445-466, 1961.
[18] C. A. Ludeke, W. S. Wagner, "The generalized Duffing equation with large damping," Int. J. Non-Linear Mech., 3, 383-395, 1968.
[19] K. S. Mendelson, "Perturbation theory for damped nonlinear oscillators," J. Math. Phys. II, 3413-3415, 1970.
[20] D. E. Panayotoukanos, N. D. Panayotounakou, and A. F. Vakakis, "On the Solution of the Unforced Damped Duffing Oscillator with No Linear Stiffness Term," Nonlinear Dynamics, vol. 28, no. 1, pp. 1-16, 2002/04/01 2002, doi: 10.1023/A:1014925032022.
[21] N. A. Khan, M. Jamil, S. A. Ali, and N. A. Khan, "Solutions of the Force-Free Duffing-van der Pol Oscillator Equation," International Journal of Differential Equations, vol. 2011, pp. 1-9, 2011, doi: 10.1155/2011/852919.
[22] S. Mukherjee, B. Roy, and S. Dutta, "Solution of the Duffing-van der Pol oscillator equation by a differential transform method," Physica Scripta, vol. 83, no. 1, 2011, doi: 10.1088/0031-8949/83/01/015006.
[23] V. K. Chandrasekar, M. Senthilvelan, and M. Lakshmanan, "New aspects of integrability of force-free Duffing-van der Pol oscillator and related nonlinear systems," Journal of Physics A: Mathematical and General, vol. 37, no. 16, pp. 4527-4534, 2004, doi: 10.1088/0305-4470/37/16/004.
[24] L. G. S. Duarte, I. C. Moreira and F. C. Santos, "Linearization under non-point transformation," Journal of Physics A: Mathematical and General, vol. 27, pp. 739-743, 1994.
[25] V. K. Chandrasekar, M. Senthilvelan, and M. Lakshmanan, "On the complete integrability and linearization of certain second-order nonlinear ordinary differential equations," Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences, vol. 461, no. 2060, pp. 2451-2477, 2005, doi: 10.1098/rspa.2005.1465.


[^0]:    * Corresponding author: Department of Engineering Sciences, Faculty of Engineering and Natural Sciences, Bandirma Onyedi Eylul University, 10200, Bandirma-

    Balikesir, Türkiye
    E-mail address: oorhan @bandirma.edu.tr

